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Abstract. Photo quality assessment from the view of human aesthet-
ics, which tries to classify images into the categories of good and bad,
has drawn a lot of attention in computer vision field. Up to now, ex-
perts have proposed many methods to deal with this problem. Most of
those methods are based on the design of hand-crafted features. However,
due to the complexity and subjectivity of human’s aesthetic activities,
it is difficult to describe and model all the factors that affect the photo
aesthetic quality. Therefore those methods just obtain limited success.
On the other hand, deep convolutional neural network has been proved
to be effective in many computer vision problems and it does not need
human efforts in the design of features. In this paper, we try to adopt
a deep convolutional neural network that “understands” images well to
conduct the photo aesthetic quality assessment. Firstly, we implement
a deep convolutional neural network which has eight layers and millions
of parameters. Then to “teach” this network enough knowledge about
images, we train it on the ImageNet which is one of the largest available
image database. Next, for each given image, we take the activations of the
last layer of the neural network as its aesthetic feature. The experimen-
tal results on two large and reliable image aesthetic quality assessment
datasets prove the effectiveness of our method.

Keywords: Image aesthetics, photo quality assessment, deep convolu-
tional neural network.

1 Introduction

With the fast development of Internet, the amount of online images has gained
an explosive growth that easily breaks through the magnitude of billions. What’s
more, even general consumers can also easily take a lot of digital photos as the
high-performance capture devices become cheaper and more popular. According
to this, new methods are needed to manage photos online or offline better and
more intelligently.

Photo quality assessment from the perspective of human aesthetics attempts to
classify images into good and bad. Fig. 1 shows an example. Most people will pre-
fer the left four images as they are more beautiful. With effective photo aesthetic
quality assessment method, image retrieval system can return images not only re-
lated to the given queries but also with high quality. This will surely provide better
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Fig. 1. It may be easy for most people to agree on that the left four images in (a)
look more beautiful than the right four images in (b). In other words, they have higher
aesthetic quality.

user experience according to the user investigation conducted in [1]. Offline users
who have a large image collection can also benefit from this method as it can help
to select a small number of representative and beautiful photos automatically [2].
In addition, photo aesthetic quality assessment also helps to develop new image
enhancement tools to make images look better [3, 4].

Researchers have made a lot of efforts to conduct photo quality assessment
[3, 5, 6, 7, 8, 9, 10, 14, 15, 16, 24, 25]. They try to find out image attributes
which are related to image aesthetic quality and describe them with mathemat-
ical model that can be handled by computers to extract features. The way by
which they select the image attributes is mainly based on the user intuition and
photography knowledge, such as the rule of thirds [3, 5, 6], colorfulness [5, 6, 7,
8], simplicity [7, 8] and so on.

But this kind of method suffers from several drawbacks. Firstly, we cannot
point out all attributes that are related to image aesthetic quality assessment.
In fact, it is hard to discover attributes that can affect image aesthetic quality.
Researchers just adopt a small number of them which are well-known and easy to
be implemented. Secondly, it is hard to explain how those image attributes affect
the image aesthetic quality. For example, we may agree on that image color will
affect the image aesthetic quality a lot. Professional photographers carefully set
the image color to gain better visual effect. But there is no fixed discipline that
the color scheme of beautiful images must follow. Both images with simple color
palette and images which are colorful can have high aesthetic quality. Thirdly,
it is not easy to describe the image attribute accurately with mathematical
model even we are sure that the attribute can affect the image aesthetic quality.
For example, sharpness is one of the most popular image attributes used in the
research of image aesthetic quality assessment [6, 7, 8, 9, 14]. But the measure of
sharpness itself is a hard problem which has already been studied for a long time
and there still exists no method that can assess sharpness properly on all kinds
of photos. When turning to more abstract image attributes such as simplicity
and image composition, the problem becomes more complex and challenging.

To avoid those problems, some experts propose to adopt general image de-
scriptors which are used to describe image content to do image aesthetic quality
assessment [10, 25]. Those general image descriptors have gained remarkable
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success in the general image classification problem which tries to classify images
into different categories according to their content [11]. As images look alike may
also have similar image aesthetic quality, general descriptors such as dense SIFT
also gain acceptable performance in this higher level computer vision problem
reported by Marchesotti et al. in [10].

Our method is similar to Marchesotti as we also want to avoid the problems
listed above that exist in the hand-crafted features. We apply the deep convolu-
tional neural networks [13], which achieve the best performance in general image
classification problem, to do the image aesthetic quality assessment. The neural
network is firstly trained on part of the ImageNet image database, which contains
millions of images with various categories, to “understand” images well. Then
this deep network can directly compress the image into a relatively lower dimen-
sional feature vector and meanwhile reserve most information in the image. We
speculate that those information may implicitly reflect the aesthetic quality of
the image. The experimental results obtained on two large and reliable datasets
further confirm our assumption. Our method achieves much better performance
compared with state-of-the-art methods.

The rest of this paper is organized as follows. In Section 2, we review related
methods. In Section 3, we describe the deep convolutional neural networks and
our methods in details. Then the experimental settings, results and compar-
isons with state-of-the-art methods are presented in Section 4. Finally, we give
a conclusion in Section 5.

2 Related Work

Photo aesthetic quality assessment has been studied for a long time. In [9], Tong
et al. tried to classify images taken by photographers and home users. This was
actually the same with photo aesthetic quality assessment. They adopted many
low-level features such as color histogram, image energy which were proposed
for previous content-based image retrieval system. Those features did not have
close relationship with aesthetic quality and just achieved limited success [8].

Subsequently, Datta et al. and Ke et al. proposed different ways from Tong
et al. to do photo quality assessment [5, 8]. Both of them tried to firstly analyze
which attributes can affect the image aesthetic quality. After this, Datta et al.
used many low-level features which were related to those attributes. Ke et al.
designed seven new features which all had high-level semantics such as simplicity,
colorfulness and so on. Both of their methods performed better in effectiveness
and efficiency.

Luo et al. and Wong et al. adopted other image attributes [6, 14]. They found
out that most of professional photos carefully set the contrast between the sub-
ject and background. Due to this, there existed big differences between the sub-
ject that the photographers wanted to capture and the background they chose.
So Luo et al. and Wong et al. determined to separate the subject and background
first and then dealt with them respectively. They extracted features describing
those two regions and the relationship between them.
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As we have mentioned above, hand-crafted features suffer from several prob-
lems. Though there exist other works which adopt new attributes or refine math-
ematical models to describe previous attributes [7, 15, 16], limited improvement
is gotten. Most of them lack robustness thus they perform badly when handling
with different kinds of images or the dataset changes.

Different from those works which try to analyze the image aesthetic quality
in the high semantic level, Marchesotti et al. choose another innovative way that
they adopt the generic image descriptors such as BOV to represent the image
[10]. This kind of descriptors is used to describe the image content previously.
We can infer that it is related to the image aesthetic quality in an implicit way.

In recent years, deep learning methods have brought breakthroughs in many
traditional computer vision problems. They need no human ingenuity but enough
training data. Among them, Krizhevsky et al. used the deep convolutional neu-
ral networks (DCNN) to conduct image classification on ImageNet [13]. Their
method performed better than previous ones in which hand-crafted features and
generic image descriptors were used to represent the image. This deep neural
network could describe and encode the image content more effectively. Inspired
by this, in this paper, we propose to extract image features with the help of the
deep convolutional neural network well trained on the ImageNet database and
apply those features to do image aesthetic quality assessment.

3 Features Extracted by the Deep Convolutional Neural
Network

In general, when facing a new computer vision problem, experts are accustomed
to analyze it in a high semantic level and design features to represent the data.
Then those features are transferred into the learning algorithm with or without
preprocessing such as PCA and so on. Though this scheme can make use of
human intelligence inside, it is hard to figure out how the brain perceives the
outside world sometimes especially when the given question is very abstract such
as photo aesthetic quality assessment we try to deal with here.

Convolutional neural networks, firstly proposed by LeCun et al. and applied
in handwritten digit recognition [17], are quite different from other machine
learning methods. Fig. 2 shows the architecture of their neural network model. It
can directly handle with the raw image instead of feature vector. The structure of
convolutional neural network imitates the biological vision system and therefore
obtains strong ability to understand the nature of images.

General convolutional neural network applies several architectural thoughts,
including the local receptive fields, shared weights and subsampling [18]. Be-
fore fed to the network, the given image should be scaled to a fixed size. Then
pixels are translated to the range -1∼1 in order to decrease the effect of the
image exposure. But the resized image still has many pixels. If a traditional
full-connected network with enough discriminative power is applied, too many
parameters should be learned. For convolutional network, it applies the local
receptive field to avoid this problem. This idea is originated from the survey on
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Fig. 2. The convolutional neural network designed for hand-written digit recognition
proposed in [17]. It can directly deal with the raw image.

the visual system of cats [19]. Hubel et al. finds that visual neurons are locally-
sensitive and orientation-selective. The local receptive field in convolutional neu-
ral network means for each unit in elementary layers, it only receives inputs from
a small set of units in the neighborhood in the previous layer. This mathemati-
cal model tactfully imitates the locally-sensitive character of visual neurons and
avoids to train too many parameters which may lead to over-fitting.

The setting of shared weights means receptive fields in different places of the
image will have the identical weight vectors. This idea is proposed based on the
knowledge that feature detector which is useful in one part of the image maybe
also work across the whole image. It is equivalent to scan all over the image with
a small convolutional kernel followed by a non-linear function. This is also why
we call the method convolutional neural network.

Outputs of neurons in the same layer form a plane which we call feature map.
We can obtain different feature maps by setting different weights of the local re-
ceptive field. Then local operations, such as averaging or maximum selection, and
subsampling are conducted all over the feature map. Those operations form the
pooling layer. In general, the convolutional layer and pooling layer alternately
appear in the convolutional neural network. The output layer is fully connected
with its previous layer and produces a feature vector which can further trans-
ferred to a logistic regression layer to accomplish the recognition task. All the
weights in the network are learned with the back-propagation method.

Due to the application of those innovative and outstanding ideas, convolu-
tional neural networks are adopted in many pattern recognition problems and
achieve good performances [20, 21, 22]. But in the past, it is almost impossible
to train an artificial neural network with many hidden layers and millions of
neurons due to the limitation of computing power and lack of methods to avoid
falling into the local optimization and over-fitting. Luckily, recently deep learn-
ing methods have gained a speedy development. Those methods improve the
traditional artificial neural network in several aspects, such as the unsupervised
and layer-wised pre-training, better activation functions and new training meth-
ods. Besides, large scale available datasets help to train more powerful models
without over-fitting. The application of cheap and high-performance GPU and
multi-core computers also greatly reduce the training time.

Due to this, Krizhevsky et al. designs a deep convolutional neural network with
millions of parameters and applied it on the ImageNet classification [13]. Their
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Fig. 3. The architecture of deep convolutional neural network used in [13]. It is similar
with the neural network in [17], but has more layers and neurons. The first five layers
of it are convolutional and the remaining three layers are full connected. It can take
the 224*224*3 image patches as input.

Fig. 4. In order to reduce the impact of image scaling and encode the information of
image composition, we adopt the idea of spatial pyramid. We segment the image into
five regions and each patch is fed into the deep convolutional neural network. All of
their activations are concatenated with the activation gotten by the whole image.

model contains eight learned layers and adopts the Rectified Linear Units as the
activation function [23]. The overall architecture of their network is shown in Fig.
3. It can handle with the RGB images instead of gray images only. Their neural
network consists of five convolutional layers and three full connected layers. The
output of the last layer is followed by a 1000-way soft-max that produces a
distribution over the given 1000 image class labels. Then supervised learning
process is conducted on the training set of the ImageNet database. Finally it
achieves a breakthrough on this challenging dataset which proves its descriptive
power on all kinds of images.

In view of this, we here adopt the deep convolutional neural network, trained on
the ImageNet dataset to understand images well, to represent the image and chal-
lenge the problemof photo quality assessment.This task requires to classify images
into high quality and low quality which seems to be easier in the question format
but requiremore intelligence inside. Butwe can still trust that amodel which know
the image content well may also be powerful in aesthetic quality assessment.

Firstly, we implement a deep convolutional neural network that has the same ar-
chitecture with [13]. Then this neural network is carefully trained on the ILSVRC-
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2012 training set that extracts 1.2million images covering 1000 categories from the
whole ImageNet database. In this way, the convolutional neural network accumu-
lates enoughknowledge to understand various imageswell.We remove the external
1000-way soft-max in the network. For a given image Ii, the last hidden layer of the
convolutional neural network C produces 4096-dimensional activations. We nor-
malize those activations as DCNN Aesth features fi for Ii. The image aesthetic
quality training set L will be represented as {(f1, y1),(f2, y2),...,(fN , yN )}, where
the aesthetic quality label y ∈ {−1, 1}. Here y = 1 denotes high aesthetic quality
and y = −1 denotes low aesthetic quality. Finally, we train a new classifier S on L
to predict the aesthetic quality of new images.

As the convolutional neural network requires to scale the image into a fixed size
which may lose some information, we further adopt the idea of spatial pyramid
on the image. This improvement can also implicitly encode the image composi-
tion information inside. To do this, we segment the image Ii into five regions as
shown in Fig. 4. Each region Rj is fed into the neural network independently to
produce 4096-dimensional feature vector fij . Then those vectors are directly con-
catenated to form a long feature vector Fi = {fi, fi1, fi2, fi3, fi4, fi5}, which is
24576-dimensional, to represent the image Ii. We will test the DCNN Aesth fea-
tures talked above and those DCNN Aesth SP features in following experiments.

4 Experiments

In this section, we report the experimental results to verify the effectiveness of
deep convolutional neural network when dealing with photo quality assessment.
It will be compared with several state-of-the-art methods. Most of them are
based on hand-crafted features [5, 6, 7, 8, 10]. All the experiments are conducted
on two large scale and reliable public datasets, CUHKPQ and AVA, which are
specifically designed for the research of photo quality assessment [24, 25].

4.1 Datasets

CUHKPQ. To explore the image aesthetics better, a large dataset which is
carefully labeled and contains various kinds of images is needed. It is impossible
for individual to form a dataset like this. Most experts turn to Internet for help.
There exist many photo sharing websites which allow users to upload photos
freely and score photos for each other. For example, DPChallenge.com contains
hundreds of thousands images, most of which are scored by tens of different users.
This makes it reliable to form a dataset used for the survey of image aesthetic
quality assessment.

CUHKPQ is a public dataset contains 17690 images collected from the univer-
sity students and professional photo sharing websites [24]. Each image is labeled
as “good” or “bad” by ten independent volunteers and is reserved only when
more than eight of them have the same opinions. Therefore, the image labels in
CUHKPQ are more reliable and have less noise. Those make it easier to clas-
sify images in CUHKPQ into high quality and low quality. Another character
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of CUHKPQ is that the categories of images in this dataset can be divided into
“animal”, “architecture”, “human”, “landscape”, “night”, “static” and “plant”.
Those categories are common in natural images that occupy a large percent-
age of images we see in daily life. In our experiment, we randomly and evenly
separate “good” and “bad” images in each category into training and test set.
Finally both sets contain 8845 images.

AVA. Compared with CUHKPQ, Aesthetic Visual Analysis (AVA) is a larger
dataset formed by more than 250 thousands of images [25]. This database is
specifically constructed for the purpose of learning more about image aesthetics.
All those images are directly downloaded from the DPChallenge.com. Though
many other datasets make use of this website such as [6], they only contain a
far less number of images. Besides, image categories in this dataset are more
abundant including abstract images, advertisement images and so on.

For each image in AVA, there is an associated distribution of scores voted by
different viewers. As reported in [25], the number of votes that per image gets
is ranged in 78∼549. Besides, users in the DPChallenge.com consist of all kinds
of people, without restriction of age, gender and profession. Both professional
photographers and amateur enthusiasts can enjoy images shared in this website.
All of them have viewed a large amount of photos and can make the independent
judgments. So it is reliable to take the average score of the image as its photo
aesthetic quality.

Actually, the providers of AVA database only release the web links of those
images. We successfully download 193077 images and other image links are in-
valid due to the update of the website. In our experiments, to increase the gap
between images with high aesthetic quality and images with low aesthetic qual-
ity, we firstly sort all images by their mean scores. Then we pick out the top 10%
images as good and the bottom 10% images as bad as done in other works [5,
8]. Then both good images and bad images are randomly and evenly separated
into training set and test set. Due to this, each set contains 19308 images.

4.2 Experimental Settings

Here we implement several state-of-the-art methods as comparisons, including
the 56-d features proposed by Datta et al. [5], 7-d features proposed by Ke et
al. [8], 5-d features proposed by Luo et al. [6], 17-d original features proposed
by Lo et al. [7], and bag-of-visual-words features of dense SIFT image descriptor
with 1024 visual words proposed by Marchesotti et al. [10]. Among them, the
method of Marchesotti is similar with ours which also try to apply features used
to describe image content instead of hand-crafted features in aesthetic quality
assessment.

Besides, the deep convolutional neural network used in our method is imple-
mented with the help of the open source deep leaning framework called Caffe
[27]. We inherit the architecture of DCNN model proposed by Krizhevsky et al.
in [13]. The overall structure of this network has already been shown in Fig. 3.
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Table 1. Classification accuracy comparisons between state-of-the-art methods and
our proposed DCNN aesthetic features on CUHKPQ dataset

Aesthetic Features Accuracy (%)

Luo[6] 76.91

Lo[7] 81.76

Datta[5] 85.27

Ke[8] 81.70

Marchesotti[10] 79.53

DCNN Aesth 90.76

DCNN Aesth SP 91.93

ImageNet is a very large dataset which collects more than 14 million high-
resolution images from the Internet [26]. This dataset is meaningful for the re-
searches on image understanding algorithms and helpful to train powerful ma-
chine learning models. ILSVRC is an annual competition on computer vision
problems, especially the image classification. The dataset provided by ILSVRC
is a part of the ImageNet. We train our implemented deep convolutional neural
network on the dataset used in ILSVRC-2012 [27]. It contains more than 1.2
million images come from 1000 categories. Each category provides 732 to 1300
images. With the help of those image data, this DCNN obtains enough power
to describe various image content.

As reported in [13], the 4096-dimensional output of the last full connected
layer reveals the networks visual knowledge. The images look alike may also
have a small Euclidean distance between their 4096-d activations. We conduct a
further normalization on this output and take it as DCNN Aesth features.

Before fed to the network, the image have to be scaled into a fixed resolution
of 224*224. This may lead to the loss of information and DCNN may overlook
the whole layout of the image. Due to this, we also adopt the spatial pyramid
method that has been introduced in the last section. Its performance is also
shown below denoted as DCNN Aesth SP.

For each kind of features, we train a two-class SVM classifier and take the
classification accuracy as the performance evaluation. We get the parameters
of all those SVM classifiers by conducting the cross-validation processes on the
training set.

4.3 Experimental Results on the CUHKPQ

The experimental results on the CUHKPQ dataset are summarized in Table. 1. It
can be observed that the DCNN Aesth SP features achieve the best performance
of 91.93%. Then the DCNN Aesth features follow with the accuracy of 90.76%.
Among above methods which are mainly based on the hand-crafted features,
Datta et al. performs the best with the accuracy of 85.27%. Other methods just
obtain accuracies around 80%. Though Marchesotti et al. hold the similar idea
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Table 2. Classification accuracy comparisons between state-of-the-art methods and
our proposed DCNN Aesth features on AVA dataset

Aesthetic Features Accuracy (%)

Luo[6] 61.49

Lo[7] 68.13

Datta[5] 68.67

Ke[8] 71.06

Marchesotti[10] 68.55

DCNN Aesth 78.92

DCNN Aesth SP 83.52

with us, the image descriptive power of dense SIFT is not as good as the deep
convolutional neural network. Finally, their method just submits an ordinary
grade with the accuracy of 79.53%.

In conclusion, features extracted by the deep convolutional neural network
beat the best hand-crafted features on CUHKPQ dataset that they improve the
accuracy by almost 6%. This phenomenon proves the effectiveness of DCNN
when applied to deal with the problem of photo aesthetic quality assessment.

4.4 Experimental Results on the AVA

We present the experimental results obtained on the AVA dataset in Table. 2.
Again, it can be observed that DCNN Aesth SP features get the best perfor-
mance with the accuracy of 83.52%. DCNN Aesth also performs very well that
it obtains an accuracy of 78.92%. The best performance obtained by the methods
based on hand-crafted features is 71.06%, which is still worse than the DCNN
features. Other hand-crafted features just get accuracies under 70%. In addi-
tion, the method of Marchesotti et al. only gets a performance of 68.55% which
is closed with most hand-crafted features.

Another thing we have to explain here is that all the methods perform bet-
ter on the CUHKPQ dataset than on the AVA dataset. This is firstly due to
that there are more various image categories existing in the AVA dataset. Sec-
ondly, as images in the AVA dataset are directly downloaded from the website
without the careful selection that conducted on the CUHKPQ, their labels in-
evitably have more noise inside. On such a challenging dataset, DCNN Aesth
and DCNN Aesth SP features still perform very well that they improve state-
of-the-art by more than 6%. This result is quite promising.

5 Conclusion

In this paper, we adopt the deep convolutional neural network to conduct the
photo quality assessment. The network is firstly trained on the ImageNet to gain
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strong image descriptive power. Then several experiments are conducted on two
public dataset specifically designed for the research of image aesthetic quality
assessment. The experimental results show that our method is considerably bet-
ter than state-of-the-art methods which are mostly based on the hand-crafted
features. To our best knowledge, this paper is the first to apply deep learning
methods in image aesthetic quality assessment. The success of it further proves
the potential power of those kinds of deep neural networks with millions of neu-
rons. In the future, we will further apply multi-view methods to combine our
DCNN features and other hand-crafted aesthetic features [28].
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